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Abstract—A novel multiple-instance hidden Markov model
(MI-HMM) is introduced for classification of time-series data, and
its training is developed using stochastic expectation maximiza-
tion. The MI-HMM provides a single statistical form to learn the
parameters of an HMM in a multiple-instance learning framework
without introducing any additional parameters. The efficacy of the
model is shown both on synthetic data and on a real landmine data
set. Experiments on both the synthetic data and the landmine data
set show that an MI-HMM can 1) achieve statistically significant
performance gains when compared with the best existing HMM
for the landmine detection problem, 2) eliminate the ad hoc ap-
proaches in training set selection, and 3) introduce a principled
way to work with ambiguous time-series data.

Index Terms—Expectation maximization (EM), ground pene-
trating radar (GPR), hidden Markov models (HMMs), landmine
detection, multiple-instance HMM (MI-HMM), multiple-instance
learning (MIL), stochastic EM, time-series data.

I. INTRODUCTION

IN STANDARD learning techniques, an algorithm is typi-
cally presented with training samples from some number of

classes, and its goal is to construct a characterization for each
class. However, in some learning situations, class labels are
not readily available for each sample in the training data. For
example, in content-based image classification, an image may
contain multiple objects, but it might not be easy to identify
which of these objects are the relevant ones [1]–[3]. This type
of data is also known as ambiguous data, and learning from
ambiguous data remains a hard problem [4]–[10]. One of the
areas where ambiguous data are encountered is landmine de-
tection using ground penetrating radar (GPR). In radar images
produced by GPR sensors, there are areas (subimages or feature
sets) in an image that contain a target and areas that do not.
One such example is shown in Fig. 1(a), where the signature
in the middle indicates a landmine. However, there are other
signals in this image such as the ground bounce and the GPR
echo. Ground bounce is the reflections from the air–ground
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Fig. 1. GPR data with a landmine signature in (a). Other signals in this image
are the ground bounce at the top layer and the GPR echo from the differences in
soil properties and from the clutter objects around the landmine. Traditionally, a
bounding box is placed on the landmine signature, and training sets are formed
from these signatures. However, placing a bounding box on the landmine
signatures can be erroneous. Two alternative boxes are shown in (b) with solid
and dashed rectangles.

interface. These reflections can be very strong and can dominate
the returns from the buried objects. GPR echo is the reflections
from the media being sensed, and it can result from the clutter
objects or from the changes in the soil itself. Both the ground
bounce and the GPR echo from clutter can be thought of as
subimages that require a label to indicate that they are not the
landmine signatures. However, ground truth is provided only
per image (which includes both the target and the artifacts)
and not for each of these subimages. Therefore, this learning
scenario provides one class label for multiple instances (a set
of features), but it is ambiguous which of these instances is
actually responsible for the landmine.

To combat this issue, researchers may segment the images
manually or semiautomatically to extract target and nontarget
exemplars for training [11]–[17]. An example is shown in
Fig. 1(b) on a GPR image where two alternatives for a bounding
box are plotted on the landmine signatures. However, this is
not only an arduous task but also prone to errors resulting from
GPR echoes and ground-truth errors, and furthermore, ambigu-
ity still remains. Therefore, rather than struggling against the
ambiguous nature of this learning problem, it may be best to
use a model that explicitly accounts for ambiguous data.

One solution to learning from ambiguous data is multiple-
instance learning (MIL). In the MIL scenario, class labels of
all of the training data are not available; thus, it is not possible
to present an algorithm with exemplar samples from each class
[18]–[21]. Instead, an algorithm is presented with a collection
of bags, or sets of samples, that are labeled positive or negative.
Bags are labeled positive if there exists at least one sample
that induces a target concept and are labeled negative if every
sample is from the nontarget class. This view is illustrated in
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Fig. 2. Traditional MIL and MI-HMM classifiers. (a) Traditional classifier with labeled samples. In traditional supervised learning algorithms, a label is attached
to each training sample, and the classifier is trained with these labeled samples. (b) In MIL, training class labels are attached to bags. A bag is a set of samples,
and the samples within each bag are called instances. A bag is labeled positive if and only if at least one of its instances is positive; otherwise, it is labeled negative
[18]. The bags on the right contain at least one red (positive) sample, which makes them positively labeled. (c) In MI-HMM, a bag is a set of sequences. These
sequences can be of different lengths. A bag is labeled positive if and only if at least one of its sequences is positive. The bags on the right contain at least one red
(positive) sequence, which makes them positively labeled.

Fig. 2, where the traditional classifiers are compared with MIL
classifiers.

The MIL model has also been recently used in landmine de-
tection to eliminate the problems associated with the bounding-
box approach and other ad hoc methods and has shown
considerable success [22], [23]. However, neither these studies
nor the other MIL models in the literature could utilize time-
series data. On the other hand, hidden Markov model (HMM)-
based algorithms that utilize time-series data are known to be
very useful in landmine detection [24]–[28]. Therefore, in this
study, a novel multiple-instance HMM (MI-HMM) that uses
MIL for time-series data is developed.

In MI-HMM, labels are attached to bags as in an MIL, but
a bag is a set of sequences, and these sequences can be of
different lengths, as shown in Fig. 2(c). The MI-HMM provides
an elegant and simple way to learn the parameters of an
HMM with a stochastic expectation maximization (EM)-type
algorithm based on sampling that rejects or accepts the para-
meters using the MIL algorithm. Experiments on both the land-
mine data set and on synthetic data have shown that MI-HMM
learning is very effective and outperforms MIL-only and
HMM-only learning models as well as the state-of-the-art mod-
els that are implemented in real-time operational systems for
landmine detection.

The novel contributions in this paper can be summarized as
follows.

• The MI-HMM model introduced herein provides a simple
solution to extend the MIL framework to capture the
temporal properties of ambiguous time-series data. To the
best of our knowledge, there is no other study that extends
MIL learning for HMMs and does it in a single statis-
tical form.

• A novel optimization scheme is introduced for the
MI-HMM, which is accomplished with stochastic EM
based on sampling. The use of sampling has overcome
the well-known challenges of the noisy-OR formulation
of the MIL model. Furthermore, the new optimization
scheme provides a new way to optimize HMMs, which is
intuitive and easy to integrate into an existing HMM code.

• In landmine detection, the results have shown significant
improvement over the benchmark models that have been

extensively tested and implemented in real time in sev-
eral operational systems [11], [12], [14], [15], [24]–[27],
[29]–[33]. The MI-HMM model has eliminated the man-
ual and ad hoc preprocessing procedures and provided a
systematic and automatic approach for the training of the
classifiers. Furthermore, the MI-HMM model has half the
parameters of that in the benchmark systems.

In the remainder of this paper, first, standard MIL learning
is described in Section II. Then, notation for HMMs is intro-
duced in Section III. Next, the MI-HMM model is proposed in
Section IV, and its working principles are analyzed in Section V
on synthetic data. Finally, the MI-HMM results on landmine
GPR data are presented and discussed in Section VI.

II. STANDARD MIL

Let x denote a feature vector and Yx denote the label of this
vector. In the MI scenario, a learner is presented with N sets
(bags) of K vectors or samples. For purposes of learning, a set,
i.e., X ⊂ Rd, is labeled target (YX = 1) if there exists at least
one target sample within the set. A set X is labeled negative
(YX = 0) if all constituent samples are nontarget. That is,
∃x ∈ X : Yx = 1 ⇒ YX = 1 and ∀x ∈ X : Yx = 0 ⇒ YX =
0. With this learning paradigm, the idea of uncertainty is
incorporated using the set (or bag) structure, and learning the
target concept from these bags of samples is called the MIL
problem.

Maron et al. developed the diverse density (DD) [18] ap-
proach, which provides a statistical solution to the MIL problem
based on Pearl’s noisy OR-gate model [34]. Most MIL solutions
adopt this noisy OR-gate model, which assumes that only one
target sample within a bag is necessary and sufficient for a bag
to induce a target concept. In standard DD approaches, a target
concept f is learned given a collection of positively labeled
bags, i.e., B+, and a collection of negatively labeled bags, i.e.,
B−. Assuming that observed sets X are independent, the target
concept, i.e., f , is chosen to maximize the expression in

f̂ = argmax
f

∏
X∈B+

P (f |X)
∏

X∈B−

P (¬f |X) (1)
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where f̂ is the desired target concept, and ¬f are the samples
that are not the targets [18]. Assuming a noisy OR-gate model
[34], the posterior probability factors in (1) can be calculated
in terms of the constituent samples in each bag (x ∈ X) as
follows:

P (f |X) = 1−
∏
x∈X

(1− P (f |x)) (2)

P (¬f |X) =
∏
x∈X

(1− P (f |x)) . (3)

In (1), the idea is to increase the probability of the target
concept in the positive bag and to increase the probability of
the nontarget concepts in the negative bags. With the noisy-OR
assumption, in (2) and (3), the right-hand side of the equations
has been described solely in terms of the target concept f .

III. HMMS

A hidden Markov model (HMM) is a very popular tool to
represent time-series data. HMMs have been widely used in
temporal pattern recognition for various applications, including
speech, handwriting, and landmine recognition. Here, we will
only provide the very basics and notations for HMM as they are
used in Section IV. The notation used for HMMs is as follows.

• W = number of states.
• M = number of symbols in the codebook.
• Tx̌ is the length of an observation sequence x̌ and will be

denoted as T from now on for simplicity.
• V={v1, . . . , vM} the discrete set of observation symbols.
• x̌ = x1x2, . . . , xt, . . . , xT denotes an observation se-

quence, where xt ∈ V is the observation at time t.
• Q = q1q2, . . . , qT is a fixed-state sequence, where qt is

the state at time t.
• S = {S1, S2, . . . , SW } are the individual states.
• Θ = {π, A,B} is the compact notation for an HMM

model.
• The initial state distribution vector π = {πr}Wr=1, where
πr = P (q1 = Sr) is the probability of being in state r at
time t = 1.

• The state transition probability matrixA={{arj}Wr=1}
W

j=1
,

where arj = P (qt+1 = Sj |qt = Sr) is the probability of
being in state j at time t+ 1, given that we are in state r
at time t.

• The observation symbol probability distribution matrix

B = {{bj(m)}Wj=1}
M

m=1
, where bj(m) = P (vmatt|qt =

j) is the probability of observing the symbol vm, given
that we are in state j.

Given an HMM model, the probability of a sequence is
computed as

PHMM (x̌|Θ) =
∑
Q

πq1

T−1∏
t=1

aqtqt+1
bqt(xt). (4)

The parameters of the standard HMM model are typically opti-
mized generatively by the maximum-likelihood (ML) criterion
[35]–[37] or discriminatively by the minimum classification

error (MCE) criterion [25], [38], [39]. The ML criterion, when
implemented by the EM algorithm, leads to a local optimum
in the parameter space. Similarly, MCE models are generally
learned using gradient-based approaches that also converge to a
local minimum. One possibility to get around this problem is to
use Markov chain Monte Carlo sampling methods to estimate
the parameters of an HMM [40]–[44].

IV. MI-HMM: LEARNING FROM BAGS OF SEQUENCES

MI-HMM is a tool that permits the learning of sequence
models under the MI learning scenario. In Section IV-A, we
formulate the MI-HMM, which is a discriminative model.
Learning the parameters in a discriminative HMM model is
generally difficult, and using gradient-based approaches is com-
monly subject to learning locally optimal parameter sets [25],
[38], [39]. Furthermore, due to the noisy-OR formulation of
MIL models, standard optimization methods will not yield a
closed-form solution. Therefore, in Section IV-B, we describe
a sampling scheme to update the parameters of MI-HMM.

A. Formulation

Assume that x̌ = x1x2, . . . , xt, . . . , xT is a sequence and
that each observation xt in the sequence is a symbol from a
codebook. A bag X is a set of sequences, and it is labeled
as target (YX = 1) if there exists at least one target sequence
within the set. A bag X is labeled negative (YX = 0) if all con-
stituent sequences are nontarget. That is, ∃x̌ ∈ X : Yx̌ = 1 ⇒
YX = 1 and ∀ x̌ ∈ X,Yx̌ = 0 ⇒ YX = 0. Given a collection of
positively labeled bags, i.e., B+, and a collection of negatively
labeled bags, i.e., B−, a standard approach would be to learn
the HMM parameters, given the following objective:

Θ = argmax
Θ

P (YX1
, . . . , YXN

, X1, . . . , XN |Θ). (5)

The objective in (5) is to maximize the joint probability of
the bags of sequences and the corresponding class labels for the
bags. Assuming independence between the bags, assuming the
noisy-OR relationship between the sequences within each bag,
and using the Bayes rule with the uniform prior assumption as
in the standard MIL [2], (5) can be turned into the following
problem:

Θ = argmax
Θ

∏
X∈B+

P (Y = 1|X,Θ)
∏

X∈B−

P (Y = 0|X,Θ)

(6)
where

P (Y = 1|X,Θ) =1−
∏
x̌∈X

(1− PHMM (x̌|Θ)) (7)

P (Y = 0|X,Θ) =
∏
x̌∈X

(1− PHMM (x̌|Θ)) . (8)

In (7) and (8), the products are computed using all the se-
quences in a given positive or negative bag, respectively, in ac-
cordance with (6). Moreover, it is worthwhile to emphasize that
in (6)–(8), noisy-OR does not introduce any further parameters
beyond those found in the HMM model. The only parameters
to learn are the HMM parameters from (4). Therefore, no
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additional parameters have been introduced by providing the
MI learning of HMMs, but rather, a new model has been
introduced that does not require individual labels for target
sequences. We also alter (6) to be a ratio as

Θ̂=argmax
Θ

R∗(Θ)=argmax
Θ

∏
X∈B+ P (Y = 1|X,Θ)∏
X∈B− P (Y = 1|X,Θ)

(9)

where R∗ is the name of our new objective function. The main
reason for using (9) is that HMMs yield probabilities P (Y =
1|X,Θ) that are much less than 1 for long sequences. Hence,
(6) may assign a very low probability to the event Y = 1, which
is not the desired behavior. Adopting the criterion in (9) may
correct for this issue to a degree.

B. Parameter Learning

The noisy-OR objective function is not easy to solve with
gradient-based algorithms, and the optimization task presented
in (9) is quite difficult. Therefore, a sampling-based learning
scheme is proposed as a global optimization method. The
general idea behind the proposed sampling scheme is to draw
parameters Θ = {π, A,B} from a proposal density and then
perform a rejection step based on our objective R∗ in (9). Here,
π can be sampled from a Dirichlet distribution, but for the
sake of time, we opted to simply estimate from the current
transition matrix. For the estimation of π, the first state is
always considered to be the start state, as described in [45] and
[46]. For the other parameter estimates, a Metropolis–Hastings-
type sampling scheme is proposed. In this scheme, samples are
generated from a simpler distribution, which is the so-called
proposal density [47], and are used to search the parameter
space of the objective in (9). We should explicitly note here
that, since the Markov chain is broken due to the estimation
of π from the transition matrix as opposed to sampling it, the
learning is a stochastic EM and not a Metropolis–Hastings sam-
pling. However, since we use the steps of Metropolis–Hastings
sampling for the estimation of the parameters other than π, we
may refer to them as the Metropolis step in the rest of this paper.

Note that the columns in the state transition matrix A•j and
rows in the emission matrix Bi• are all multinomial distribu-
tions. Therefore, an intuitive choice for the proposal density
is the Dirichlet distribution D(α) [48]. A more generalized
choice would be to use a Dirichlet mixture, which is a linear
combination of several simple Dirichlet distributions [49], [50].
Our proposed method assumes a mixture of Dirichlet distribu-
tions as given in

∀ j, A•j ∼ c1D(k1α) + c2D(k2α)
∀ i, Bi• ∼ c1D(k1α

′) + c2D(k2α
′) (10)

where α and α′ are the Dirichlet parameters and have the same
dimensionality as A•j and Bi•, respectively. The parameters
c1 and c2 are the mixture components, and k1 and k2 deter-
mine the “focused” or “random” nature of the component in
sampling. If k1 is chosen to be a smaller value and k2 is chosen
to be a larger value, new parameters are a mix of samples from
D(k2α), which are more focused around α, and samples from
D(k1α), which are less focused around α. This allows for not
only sampling from the close vicinity of the parameters but

also moving away and getting out of the local minimum during
sampling.

The Dirichlet mixture model in (10) is our proposal distri-
bution. New samples of parameters (A•j and Bi•) are drawn
from this mixture model. New samples obtained at each draw
are accepted or rejected by a Metropolis step as in [47].

For the Metropolis step, variable θ′ forthwith denotes tenta-
tive new states of either A•j or Bi•. Notice that these tentative
new states were sampled from the mixture of Dirichlet distrib-
utions in (10). Moreover, θc, which is the current state, denotes
the sample accepted at iteration c. The tentative new state, i.e.,
θ′, is accepted or rejected based on ratio r at iteration c+ 1
[47]. This ratio is computed as

rc+1(θ
′) = min

{
1,

R∗(θ′)

R∗(θc)

D(θc; θ′)

D(θ′; θc)

}
. (11)

Although the notations are similar, it is important to notice
that in (10), random samples are generated from the Dirichlet
distribution, which requires only one set of parameters, whereas
in (11), the Dirichlet distribution is being evaluated, which re-
quires two sets of parameters [51]. Note that sampling from the
first Dirichlet distribution in (10) is achieved by, first, drawing
independent random samples from the Gamma distribution with
parameters Gamma(k1α,1) and, second, normalizing these
values by their sum.

In (11), θ′ is accepted if rc+1(θ
′) is equal to or larger than 1.

Otherwise, θ′ is accepted with probability rc+1(θ
′). Due to

this accept/reject property, the sampling-based training of
MI-HMM is able to evolve with new parameters and can avoid
getting stuck in the local minimum.

Let C be the total number of iterations, and let
∑

D(α) de-
note the mixture of Dirichlet distributions. Given this optimiza-
tion framework, thesamplingschedule is showninAlgorithmIV.1.

Algorithm IV.1 Sampling Schedule (X,Y,Θ0, C)

c = 0
initialize c1, c2, k1, k2, A,B
while c < C

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

for j ← 1 to numberOfStates

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

A•j ∼
∑

D(α)

re − estimate π

Accept A′
•j with prob.min

(
1, rc+1

(
A′

•j
))

if A′
•jaccepted

then Ac+1
•j ← A′

•j
else Ac+1

•j ← Ac
•j

for i ← 1 to numberOfStates

do

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

Bi• ∼
∑

D(α′)

Accept B′
i•with prob.min (1, rc+1 (B

′
i•))

if B′
i•accepted

then Bc+1
i• ← B′

i•
elseBc+1

i• ← Bc
i•

return Θc
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Verbally, each row of the A matrix is sampled from (10) and
is accepted or rejected based on the Metropolis ratio. Similarly,
each row of B is sampled from (10) and is accepted or rejected
based on (11). This is continued until convergence is satisfied
or the number of iterations is reached. In our experiments, the
number of iterations was empirically chosen as the termination
condition.

V. RESULTS ON SYNTHETIC DATA

Here, the MI-HMM is compared with a standard HMM.
The standard HMM uses two HMMs (a target and a nontarget
model) and uses the EM [35] learning scheme to optimize each
model. This standard HMM will be referred to as the EM-HMM
hereafter. Specifically, this section compares the MI-HMM and
the EM-HMM in their ability to discern a target sequence when
it is observed with other nontarget sequences. The assumption
here is that the target HMM will have difficulty optimizing an
objective function if there is ambiguity in the target sequences,
whereas the optimization of the MI-HMM will have the ability
to account for ambiguity, and therefore, the MI-HMM will
successfully characterize the target sequences.

To provide reproducible experiments, sequences were gen-
erated from two HMM models with known parameters. Neg-
atively labeled sequences were generated from HMM-1, and
positively labeled sequences were generated from HMM-2. All
of the sequences were of length 10 and were generated from
two-state four-symbol models using the following:

HMM-1 parameters (negatively labeled sequences)

A =

(
0.8 0.2
0.2 0.8

)

B =

(
0.66 0.26 0.04 0.04
0.26 0.66 0.04 0.04

)
.

HMM-2 parameters (positively labeled sequences)

A =

(
0.8 0.2
0.2 0.8

)

B =

(
0.08 0.08 0.26 0.58
0.08 0.08 0.58 0.26

)
.

Then, 100 bags were arranged such that each bag had
25 sequences. Of the 100 bags, 50 were labeled positive, and
50 were labeled negative. All of the sequences in the negative
bags were generated from HMM-1. Only one sequence in each
positive bag was generated from HMM-2, and the rest were
generated from HMM-1. These sequences were used in MI-
HMM training as well as EM-HMM [35] training. For a fair
comparison, all HMMs were initialized with

A =

(
0.5 0.5
0.5 0.5

)
B =

(
0.25 0.25 0.25 0.25
0.25 0.25 0.25 0.25

)
.

For EM-HMM, two HMM models were learned, one for the
sequences in the positive bags (target model) and one for
the sequences in the negative bags (background model). For
scoring, the difference of the log-likelihoods between the target
model and the background model was computed in generating

Fig. 3. Log-likelihoods with respect to the number of iterations. Accepted log-
likelihoods are plotted as the blue lines, and rejected log-likelihoods are left
blank. The denseness of the blue lines at the beginning indicates that more log-
likelihoods are initially accepted. As the iterations progress, the log-likelihoods
start to get rejected. This property is highly related to the ratios, which are
plotted in Fig. 5.

the receiver operating characteristic (ROC) curves shown in
Fig. 6.

For MI-HMM, the mixture proportions were c1 = 0.5 and
c2 = 0.5, and the focus parameters were k1 = 1 and k2 = 10.
Therefore, new parameters are a mix of samples from D(k2α),
which are more focused around α, and samples from D(k1α),
which are less focused and, therefore, may help in getting out
of a local minimum.

The number of iterations was set to C = 1000. MI-HMM
computes the log-likelihood for each row of the transition
and emission matrices. Hence, there are 2 ∗W ∗ C likelihood
computations, where W is the number of states. However, not
all of these likelihoods are accepted. This aspect is shown in
Fig. 3, where the log-likelihoods are displayed as a function
of the number of iterations. In this figure, at the beginning of
the iterations, many of the proposed parameters result in an
increase in the log-likelihood, and therefore, they are accepted.
As the number of iterations progresses, it becomes sparse to
accept a new parameter, and the new log-likelihoods are mostly
rejected as indicated by the blank spaces. The accepted log-
likelihoods are concatenated together and plotted in Fig. 4 for
clarity. Notice that there is a general trend to increase the log-
likelihood, but it does not have to increase at every iteration.
The reason is that a new parameter set can still be accepted with
probability r if ratio r is less than 1, as previously explained.
These r values are displayed in Fig. 5.

Classification results comparing the MI-HMM and the stan-
dard HMM are presented via an ROC curve in Fig. 6. An
ROC curve is a plot of the probability of detection (PD)
versus probability of false alarm (PFA). Each ROC curve is
displayed with error bars that show the 95% confidence interval
assuming a binomial distribution on the PD. In this figure, at
90% detection, MI-HMM has only a 6% PFA, whereas the
EM-HMM has a 50% PFA. Moreover, the difference between
MI-HMM and EM-HMM is statistically significant as evi-
denced by the nonoverlapping error bars.
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Fig. 4. Accepted log-likelihoods from Fig. 3 are concatenated and plotted
for clarity. Among all the iterations, only about 90 of them were accepted.
Although there is a general trend to increase the log-likelihood, it does not have
to be increasing at every iteration, as shown by this plot.

Fig. 5. Ratio r values as a function of the number of iterations. At the
beginning, most r values are 1, resulting in the acceptance of the parameters.
Later on, such definite accepted parameters are decreased, and the sampled
parameters are accepted with probability r. These ratio values determine if a
log-likelihood is accepted, which was observed in the patterns of accept/reject
in Fig. 3.

Furthermore, the same setup of experiments was run 30 times
with random training and testing data sets. For each ROC
curve obtained, the area under the curve (AUC) was recorded
as shown in Table I. The mean AUC for MI-HMM was a
significant improvement of 0.94 as opposed to the mean AUC
of EM-HMM of 0.88. In both cases, the AUC variance was
0.0014.

In another experiment, MI-HMM was tested for AUC for
an increasing number of iterations. The MI-HMM was run ten
times with C = 10, C = 20, C = 40, C = 60, and C = 100
iterations. As before, this corresponds to 2× 2× C parameter
updates using the previous HMM structure. In addition, each
experiment was independent from the others, in that the train
and test data sets were randomly generated for each experiment
using the bag structure as before. Table II shows the mean,

Fig. 6. Comparison of EM-HMM and MI-HMM with the ROCs. Error bars
are displayed, which show the 95% confidence interval assuming a binomial
distribution. At 90% detection, MI-HMM has only a 6% PFA, whereas the EM-
HMM has a 50% PFA. In addition, the error bars do not overlap until an 85%
PD, showing that the difference is statistically significant.

TABLE I
COMPARISON OF AUC

TABLE II
COMPARISON OF AUC FOR INCREASING NUMBER OF ITERATIONS

maximum, minimum, and standard deviation of the AUC values
obtained from the ten experiments for each iteration experi-
ment. Although the number of iterations was kept at smaller
values, in some instances, the MI-HMM was able to reach
successful (close to 1) AUC values rather quickly without many
parameter updates.

VI. LANDMINE DETECTION

In the following, a real-world landmine data set is tested.
Typical landmine and clutter signatures are shown in Fig. 7. In
GPR images, scanning from left to right, a landmine signature
would appear as a rising edge followed by a falling edge. There-
fore, edge features are computed from GPR images, and edge
feature sequences are constructed for each horizontal image
scan. The goal is to learn the horizontal patterns indicative of
a landmine signature using an HMM model. In the following,
first, the data set is described, then MI-HMM is compared with
a state-of-the-art HMM [26], [52]; a benchmark approach
that is currently operational, which is referred to hereafter
as the “sampling HMM” or HMMSamp.
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Fig. 7. Three GPR downtrack images showing landmine and clutter signatures
(which are circled). The foreground and background areas used for preprocess-
ing are also shown.

A. Data

A NIITEK Inc. landmine detection system with a GPR sensor
was used to collect data from various test sites consisting of
gravel and dirt roads containing buried landmines and clutter
objects. The system uses an array of V-dipole antennas that gen-
erate a wideband pulse ranging from 200 MHz to 7 GHz. Sub-
surface objects appear within the GPR data, as shown in Fig. 7.

Prescreener: To lessen the computational burden of more
complex algorithms, a standard prescreening algorithm [53],
[54] is run to identify areas of interest, which are also called
alarms. A GPR alarm is a 3-D data cube: 416 samples in
depth, 61 samples downtrack (down the road), and 24 samples
crosstrack (for each channel in the GPR antenna). The resulting
data collection consists of approximately 1000 target alarms
and 2500 nontarget alarms.

Several preprocessing steps are performed to exaggerate
edges, as explained in detail in [14], [24], and [32]. To state
simply, first, a gradient filter is run over the image to accentuate
edges [24]. This removes the stationary effects that remain
relatively constant from scan to scan. Second, the image is
separated into foreground and background, as shown in Fig. 7.
Then, the foreground is “whitened.” Whitening at each depth
involves subtracting the mean of the background from each
pixel in the foreground and then dividing by the standard
deviation of the background.

Feature Extraction: After preprocessing, edge features are
computed. First, erosion is applied for edge detection [55]. Two
5× 5 windows are used to identify whether a “rising edge” or a
“falling edge” is present. As a result, each pixel contains a 4-D
feature vector: rising edge template for positive values, rising
edge template for the magnitude of negative values, falling
edge template for positive values, and falling edge template
for the magnitude of negative values. These features are then
condensed into a 2-D feature vector by averaging both rising
features and both falling features, respectively. Finally, a 10× 1
(vertical) max is taken within this feature vector image. The
goal of this step is to “blur” the features, such that resulting
sequences may not be severely affected by missing features or
gaps. This feature extraction step has been explained in detail
in [24] and demonstrated in [52].

Fig. 8. Preprocessing steps for the GPR image shown in Fig. 1. (a) GPR image
after ground removal. (b) Automatic placement of the MRF bounding box.
Although the MRF bounding box eliminates many of the nontarget sequences,
it is not perfect, and much ambiguity during training remains.

With these steps, horizontal image scans are converted into
feature vector sequences that indicate the presence of various
edge types. As a result, at each fixed depth, there is a horizontal
sequence of edge feature vectors of length 15. These sequences
can identify whether there are rising or falling edges within a
particular horizontal scan, and they will be the sequences used
in testing our classifier.

Each image has 416 potential training sequences but has only
one class label associated with the image. Therefore, to reduce
the number of nontarget sequences from a target image, the
selection of training samples is aided using a Markov random
field (MRF) “bounding box” [56]. The goal of the MRF is to
bound the subimage with the highest energy—the target. This is
a standard and automated procedure to reduce the arduousness
of the task and the enormity of data typically used. Although
this initial step eliminates many of the nontarget sequences
within a target image, it is not perfect, and much ambiguity
during training remains, as shown in Fig. 8.

B. Experimental Design

The proposed MI-HMM is compared with the sampling
HMM [26], [52] using the aforementioned landmine data. As
mentioned before, the sampling HMM is the best performing
HMM classifier that is implemented in the operational landmine
detection systems. The sampling HMM has been compared
with many alternative methods in [12] and [29] and has been
selected as the best algorithm in large-scale evaluations on a
testing/training unified framework that is designed to provide
an objective and consistent evaluation of different algorithms.

The sampling HMM uses a Gibbs-sampling-based train-
ing. Therefore, it provides a good comparison between tradi-
tional and MIL-based HMM classifiers. In the following, both
MI-HMM and sampling HMM are described.

MI-HMM uses the MIL objective and learns a single HMM
model with four states. It is a discrete model; hence, feature
vectors were discretized (uniformly) to one of 25 different sym-
bols. Training for the MI-HMM is as follows: For each target
image, five evenly spaced sequences were selected from within
the MRF bounding box and placed into positive bags, and five
randomly selected sequences were chosen from nontarget im-
ages and placed into negative bags. Testing using the MI-HMM
is performed by summing up the log of the probabilities of each
of the 416 sequences in each of the 24 images for each alarm.
This accumulated value is considered the target confidence
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Fig. 9. ROC curves for the sequence screener algorithm, MI-HMM, and the
sampling HMM after the application of the sequence screener. The sampling
HMM has been labeled as HMMSamp. The error bars on the ROC curves show
the 95% confidence interval assuming a binomial distribution on the PD.

for each alarm. The parameters of MI-HMM were set to be
c1 = 0.5, c2 = 0.5, and k1 = 10, k2 = 80.

Sampling HMM uses a joint probability objective and op-
timizes it using a Gibbs sampling schedule. It uses continuous
(nondiscretized) sequences as input. The sampling HMM algo-
rithm learns two HMMs, i.e., one for the target model and one
for the background model. It trains a target HMM using a train-
ing set of sequences from target images and trains a nontarget
HMM using a training set of sequences from nontarget images.
These HMMs also had four states and one Gaussian component
per state. For a fair comparison, the same sequences used in
MI-HMM were used to train the two HMMs of the sampling
HMM. Testing for the sampling HMM is the log of the ratio of
the probability of the target model over the probability of the
nontarget model.

Sequence screener is an ad hoc algorithm designed to
eliminate many of the nonmine sequences. Simply speaking,
the main target concept that the HMMs should be learning
is a sequence with a rising edge followed by a falling edge.
Therefore, the sequence screener simply sifts through all of
the test images and disregards all sequences that do not have
a strong rising edge followed by a strong falling edge. It also
disregards the sequences that are too short in between the rising
and falling edges. The sequence screener detection statistic is
a Boolean operator that is aggregated across each row of the
image. If that row has a “mine-like” feature sequence that
passes the screening, then the detection statistic is incremented
by 1. These values are aggregated across each row of the image.
Details can be found in [52]. Data are pruned with the sequence
screener before showing it to the HMMs in the testing stage.

C. Experimental Results on Landmine Data

Classification results comparing the MI-HMM and the sam-
pling HMM are presented via an ROC curve in Figs. 9 and 10
for tenfold cross validation. Each ROC curve is displayed with
error bars that show the 95% confidence interval assuming a
binomial distribution on the PD.

In Fig. 9, first, the sequence screener is applied as usual.
The sequence screener is an ad hoc algorithm that eliminates

Fig. 10. ROC curves for MI-HMM and sampling HMM (HMMSamp) alone,
without the sequence screener. The error bars on the ROC curves show the 95%
confidence interval assuming a binomial distribution on the PD.

TABLE III
TENFOLD CLASSIFICATION RATES ON LANDMINE GPR DATA

sequences that are unmistakably nontarget like. It provides
12.35% PFA at 90%PD, which is the standard operating PD
for this landmine detection system. When the sampling HMM
and the MI-HMM are applied after the sequence screener, they
decrease the PFA rates to around 3.77% and 3.64% at 90%PD.
At this point, between MI-HMM and the sampling HMM,
the difference in detection rates at 90%PD is not statistically
significant. However, this is, in fact, a big accomplishment for
MI-HMM as it does not require the manual labor needed to train
the sampling HMM. In addition, MI-HMM is a single HMM as
opposed to the two HMMs in the sampling HMM algorithm and
has half the parameters of the sampling HMM. Furthermore,
the MI-HMM ROC dominates well outside the 95% confidence
interval, which indicates improved classification.

A second scenario is presented in Fig. 10, where the sequence
screener is removed, and MI-HMM and sampling HMM are run
alone. Without the sequence screener algorithm, there is more
clutter in the data set. Therefore, a drop in classification rates
is expected for both the MI-HMM and the sampling HMM.
However, this drop is extremely pronounced in the sampling
HMM, which shows a 35.89% PFA at 90% PD. On the other
hand, the MI-HMM stays more robust and only drops to 9.10%
PFA at 90% PD. In fact, the ROC of the MI-HMM dominates
the ROC of the sampling HMM at all operating thresholds
above a PD of 70%.

The PFA values for these plots are given in Table III for
85%, 90%, and 95% PD values. The results show a signifi-
cant improvement in classification results using the proposed
MI-HMM versus the sampling HMM.

The comparison of the HMMs with or without the se-
quence screener is quite notable. When the sequence screener
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algorithm is used, both models have statistically similar perfor-
mances. This indicates that the sampling HMM algorithm had
a similar potential performance upper bound as the MI-HMM
but failed to achieve similar performance results without the
sequence screener. On the other hand, the MI-HMM could
perform near its MI-HMM+sequence screener version even
without the sequence screener algorithm. Therefore, it showed
to be more robust to changes in the data set and, more specifi-
cally, to ambiguous data. With all these comparisons combined,
MI-HMM provides a good principled alternative to replace the
ad hoc sequence screener methods while increasing classifica-
tion rates.

VII. CONCLUSION

MIL is one of the flourishing areas in machine learning.
Recently, it has gained recognition for learning models to
represent ambiguous data, where the data associated with a
particular object are a collection of feature vectors, but only
a subset of those feature vectors is associated with the object’s
class. Such data are commonly observed in landmine detection
in GPR images where both landmines and clutter signals can be
observed in a given landmine alarm.

In this paper, an HMM with an MI learning scheme has
been presented and tested on both synthetic data as well as
landmine data. MI-HMM has a very clean mathematical model
since there is no addition of parameters, but rather an as-
sumption of the learning scenario. Within the landmine data
experiments, the MI-HMM significantly outperformed the sam-
pling HMM and EM-HMM algorithms that made use of two
HMMs (twice the parameters). Moreover, the performance of
MI-HMM did not significantly degrade without the sequence
screener, whereas the performance did degrade significantly for
the sampling HMM. Given the results of these experiments
as well as the synthetic data experiments, it is clear that the
use of an MI learning scheme when an MI scenario is present
can increase classification results or at least provide principled
automated methods for classification.

As one of our reviewers suggested, for future work, one
could try sampling all the parameters without breaking the
Markov chain and also experimenting with different values of
k including values less than 1. That would greatly change the
behavior of the method but would be interesting to look into. In
this paper, we only tried k values that were bigger than 1.

Finally, the MI-HMM could be useful not only for landmine
detection but also in many other applications that involve
ambiguous time-series data, such as the analysis of video
sequences and the classification of sounds in a scene.
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